Discussion Problems - Week 4 University of California, Santa Cruz

Discussion Problems - Week 4

Instructor: Dr. Paul Parker
TA: Antonio Aguirre

Winter 2025

University of California, Santa Cruz

Winter 2025



Discussion Problems - Week 4 University of California, Santa Cruz

Problem 1

Suppose that X,..., X, are a random sample from the Normal distribution with
unknown mean ; and unknown variance ¢2. Find the maximum likelihood esti-

mator for ; and o2

Solution

We are given a random sample Xy,..., X, from a Normal distribution:
Xi~N(p, 0%, i=1,...,n.

The probability density function (PDF) is:

f(xz | K, 02) = Wexp <_%) :

Step 1: Write the Likelihood Function

Since the observations are independent, the likelihood function is:

Lip, 0?) = ﬁ \/%exp G%) |

Taking the log-likelihood:

p, 0?) = i {—% In(270?) — M] |

i=1

Simplifying:

Step 2: Find the MLE for p

To maximize £(p, 0?), take the derivative with respect to p and set it to zero:

o 1<
— == (z;,—p)=0.

Solving for u:

Thus, the MLE for p is the sample mean.

[\
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Step 3: Find the MLE for o2

Taking the derivative of £(u,o?) with respect to o

ol n 1 5
507 = a7 g 2 ®)

=1

Setting it to zero:

Thus, the MLE for o2 is the sample variance with denominator n.

Final Answer

Maximum Likelihood Estimators

S|

=

S X 2= (K- iR (10)
=1

=1

These are the MLEs for the mean and variance of a normal distribution.
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Problem 2

A random variable X is modeled using the following probability density function
(PDF):
flz|0) =07 x>1, 6>0. (11)

Suppose you observe the random sample Xi,...,X,,. What is the maximum
likelihood estimator (MLE) of 67

Solution

We are given a random sample X, ..., X, from a distribution with the PDF:

flzi ] 0) = 02;%71, 2 > 1. (12)

Step 1: Write the Likelihood Function

Since the observations are independent, the likelihood function is:

n

L(0) = ] ] 0= (13)

i=1

Rewriting:

Step 2: Log-Likelihood Function
Taking the natural logarithm:

0) =nlnb — (9+1)ilnxi. (15)

i=1

Step 3: Find the MLE for ¢
To find the MLE, take the derivative of () with respect to 6 and set it to zero:

dl Z’”
i=1
Solving for 6:
A n
= — 1
> Inz; )
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Final Answer

Maximum Likelihood Estimator

Thus, the MLE for 0 is the reciprocal of the sample mean of the logarithms of the
observed values.
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Problem 3

Suppose that X;,..., X, form a random sample from the uniform distribution on
the interval [0y, 0], where both #; and 6, are unknown (—ooc < 6; < 03 < o). Find
the maximum likelihood estimator (MLE) of #; and 6.

Solution

We are given a random sample X, ..., X, from a Uniform distribution:
XiNU(81,62>, —00 <91 <¢92 < 0. (19)

The probability density function (PDF) is:

1
f(l’ | 01,02) = m, 01 S T S 02. (20)

Step 1: Write the Likelihood Function

Since the observations are independent, the likelihood function is:

L |

L(61,05) = for 0; < X; < 0. 21
(1, 2) 21162—91’ or v; =~ S 02 ( )

This simplifies to:

1
L(61,0;) = ————, where 6 < Xy, 02 > Xpnax. (22)
(02 — 01)"
where:

Xuin = min( Xy, ..., X)),  Xmax = max(Xy, ..., X,). (23)

Step 2: Find the MLE for 6; and 0,

The likelihood function is maximized by minimizing the denominator 65 —#,, which happens
when:
01 = Xmin; 92 = Xmax- (24)

Final Answer

Maximum Likelihood Estimators

él - Xmin; éQ - Xmax- (25)

Thus, the MLE for 6, is the smallest observed value, and the MLE for 6, is the
largest observed value.
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Problem 4

Suppose that X;,..., X, form a random sample from an exponential distribution
for which the value of the parameter )\ is unknown. Determine the MLE of the
median of the distribution.

Solution

We are given a random sample X, ..., X, from an Exponential distribution:
X; ~Exp(A), A>0. (26)
The probability density function (PDF) is:

fx|A) =X, 2>0. (27)

Step 1: Find the MLE of \

Since the observations are independent, the likelihood function is:
L(\) = ﬁ e M (28)
i=1
Taking the natural logarithm:
(N :nln)\—)\zn:Xi. (29)
i=1

To find the MLE, take the derivative with respect to A and set it to zero:

1

Solving for A:
(31)

Step 2: Find the MLE of the Median Using the Invariance Property

The median of an exponential distribution is found by solving:
P(X <m)=0.5. (32)
Using the cumulative distribution function (CDF):

1—e =05 (33)
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Solving for m:

In2
_ ' 4
m = 3 (34)

Since the MLE satisfies the invariance property, meaning that the MLE of a function
of a parameter is simply that function applied to the MLE of the parameter, we substitute
A into the equation:

2  In2
M=o =YX, (35)

Final Answer

Thus, the MLE for the median of an exponential distribution is proportional to the
sample mean, obtained using the invariance property of MLEs.
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Problem 5

Suppose that X,..., X, are a random sample from the Normal distribution with
unknown mean ; and unknown variance ¢2. Find the MLE of the 0.95 quantile
of the distribution (i.e., the value of a such that P(X < a) = 0.95).

Solution

We are given a random sample X, ..., X, from a Normal distribution:
X;~N(p,0%), —co<pu<oo, o>>0. (37)

The cumulative distribution function (CDF) of a normal distribution is:

o

P(X<a):<I>(a_’u). (38)

Step 1: Express the 0.95 Quantile in Terms of ;1 and o
By definition, the 0.95 quantile a satisfies:

P(X < a)=0.95. (39)

Using the standard normal quantile function, we write:
a = [t + 2950, (40)
where zg 95 is the 0.95 quantile of the standard normal distribution, which is approximately:

2005 & 1.645. (41)

Step 2: Find the MLE Using the Invariance Property

From previous results, the MLEs of i and o2 are:

D SR D S (42)

S

Applying the invariance property of MLEs, we substitute ji and ¢ into the formula for a:
a= ﬂ + 20,956'. (43)

Thus, the MLE of the 0.95 quantile is:

n

.l 1 .
a=- > X+ 1.645 - > (X = )2 (44)
=1

i=1
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Final Answer

Maximum Likelihood Estimator of the 0.95 Quantile

n

1 — 1
6=—Y X,+1.645, |= X, — ()2 45
h= 30X+ 1685, = 37X~ ) (15)

i=1 =1

Thus, the MLE for the 0.95 quantile of a normal distribution is a function of the

sample mean and sample standard deviation, obtained using the invariance property of
MLEs.

10



